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This article reports a meta-analysis of studies examining the predictive validity of the Implicit Association Test

(IAT) and explicit measures of bias for a wide range of criterion measures of discrimination. The meta-analysis

estimates the heterogeneity of effects within and across 2 domains of intergroup bias (interracial and interethnic), 6

criterion categories (interpersonal behavior, person perception, policy preference, microbehavior, response time, and

brain activity), 2 versions of the IAT (stereotype and attitude IATs), 3 strategies for measuring explicit bias (feeling

thermometers, multi-item explicit measures such as the Modern Racism Scale, and ad hoc measures of intergroup

attitudes and stereotypes), and 4 criterion-scoring methods (computed majority–minority difference scores, relative

majority–minority ratings, minority-only ratings, and majority-only ratings). IATs were poor predictors of every

criterion category other than brain activity, and the IATs performed no better than simple explicit measures. These

results have important implications for the construct validity of IATs, for competing theories of prejudice and

attitude–behavior relations, and for measuring and modeling prejudice and discrimination.
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Although only 14 years old, the Implicit Association Test (IAT)

has already had a remarkable impact inside and outside academic

psychology. The research article introducing the IAT (Greenwald,

McGhee, & Schwartz, 1998) has been cited over 2,600 times in

PsycINFO and over 4,300 times in Google Scholar, and the IAT is

now the most commonly used implicit measure in psychology.

Trade book translators of psychological research cite IAT findings

as evidence that human behavior is much more under the control

of unconscious forces—and much less under control of volitional

forces—than lay intuitions would suggest (e.g., Malcolm

Gladwell’s 2005 bestseller, Blink; Shankar Vedantam’s 2010 The

Hidden Brain; and Banaji and Greenwald’s 2013 Blindspot). Ob-

servers of the political scene invoke IAT-based research conclu-

sions about implicit bias as explanations for a wide range of

controversies, from vote counts in presidential primaries (Parks &

Rachlinski, 2010) to racist outbursts by celebrities (Shermer, 2006)

to outrage over a New Yorker magazine cover depicting Barack

Obama as a Muslim (Banaji, 2008). In courtrooms, expert wit-

nesses invoke IAT research to support the proposition that uncon-

scious bias is a pervasive cause of employment discrimination

(Greenwald, 2006; Scheck, 2004). Law professors (e.g., Kang,

2005; Page & Pitts, 2009; Shin, 2010) and sitting federal judges

(Bennett, 2010) cite IAT research conclusions as grounds for

changing laws. Indeed, the National Center for State Courts and

the American Bar Association have launched programs to educate

judges, lawyers, and court administrators on the dangers of im-

This article was published Online First June 17, 2013.

Fred L. Oswald, Department of Psychology, Rice University; Gregory Mitchell,

School of Law, University of Virginia; Hart Blanton, Department of Psychology,

University of Connecticut; James Jaccard, Center for Latino Adolescent and

Family Health, Silver School of Social Work, New York University; Philip E.

Tetlock, Wharton School of Business, University of Pennsylvania.

Fred L. Oswald, Gregory Mitchell, and Philip E. Tetlock are consultants

for LASSC, LLC, which provides services related to legal applications of

social science research, including research on prejudice and stereotypes.

We thank Carter Lennon for her comments on an earlier version of the

article and Dana Carney, Jack Glaser, Eric Knowles, and Laurie Rudman

for their helpful input on data coding.

Correspondence concerning this article should be addressed to Frederick

L. Oswald, Department of Psychology, Rice University, 6100 Main Street

MS25, Houston, TX 77005-1827; to Gregory Mitchell, School of Law,

University of Virginia, 580 Massie Road, Charlottesville, VA 22903-1738;

or to Hart Blanton, Department of Psychology, University of Connecticut,

406 Babbidge Road, Unit 1020, Storrs, CT 06269-1020. E-mail:

foswald@rice.edu or greg_mitchell@virginia.edu or hart.blanton@

uconn.edu

T
h
is

d
o
cu

m
en

t
is

co
p
y
ri

g
h
te

d
b
y

th
e

A
m

er
ic

an
P

sy
ch

o
lo

g
ic

al
A

ss
o
ci

at
io

n
o
r

o
n
e

o
f

it
s

al
li

ed
p
u
b
li

sh
er

s.

T
h
is

ar
ti

cl
e

is
in

te
n
d
ed

so
le

ly
fo

r
th

e
p
er

so
n
al

u
se

o
f

th
e

in
d
iv

id
u
al

u
se

r
an

d
is

n
o
t

to
b
e

d
is

se
m

in
at

ed
b
ro

ad
ly

.

Journal of Personality and Social Psychology, 2013, Vol. 105, No. 2, 171–192
© 2013 American Psychological Association 0022-3514/13/$12.00 DOI: 10.1037/a0032734

171



plicit bias in the legal system, and many of the lessons in these

programs are drawn directly from the IAT literature (Drummond,

2011; Irwin & Real, 2010).

These applications of IAT research assume that the IAT predicts

discrimination in real-world settings (Tetlock & Mitchell, 2009).

Although only a handful of studies have examined the predictive

validity of the IAT in field settings (e.g., Agerström & Rooth,

2011), many laboratory studies have examined the correlation

between IAT scores and criterion measures of intergroup discrim-

ination. The earliest IAT criterion studies were predicated on

social cognitive theories that assign greater influence to implicit

attitudes on spontaneous than deliberate responses to stimuli (e.g.,

Fazio, 1990; see Dovidio, Kawakami, Smoak, & Gaertner, 2009;

Olson & Fazio, 2009). These investigations examined the corre-

lation between IAT scores and the spontaneous, often subtle be-

haviors exhibited by majority-group members in interactions with

minority-group members (e.g., facial expressions and body pos-

ture; cf. McConnell & Leibold, 2001; Richeson & Shelton, 2003;

Vanman, Saltz, Nathan, & Warren, 2004). Other studies sought to

go deeper, using such approaches as fMRI technology to identify

the neurological origins of implicit biases and discrimination (e.g.,

Cunningham et al., 2004; Richeson et al., 2003). As the popularity

of implicit bias as a putative explanation for societal inequalities

grew (e.g., Blasi & Jost, 2006), criterion studies started examining

the relation of IAT scores to more deliberate conduct, such as

judgments of guilt in hypothetical trials, the treatment of hypo-

thetical medical patients, and voting choices (e.g., Green et al.,

2007; Greenwald, Smith, Sriram, Bar-Anan, & Nosek, 2009;

Levinson, Cai, & Young, 2010).

In 2009, Greenwald, Poehlman, Uhlmann, and Banaji quantita-

tively synthesized 122 criterion studies across many domains in

which IAT scores have been used to predict behavior, ranging

from self-injury and drug use to consumer product preferences and

interpersonal relations. They concluded that, “for socially sensitive

topics, the predictive power of self-report measures was remark-

ably low and the incremental validity of IAT measures was

relatively high” (Greenwald, Poehlman, et al., 2009, p. 32). In

particular, “IAT measures had greater predictive validity than did

self-report measures for criterion measures involving interracial

behavior and other intergroup behavior” (Greenwald, Poehlman, et

al., 2009, p. 28).

The Greenwald, Poehlman, et al. (2009) findings have poten-

tially far-ranging theoretical, methodological, and even policy

implications. First, these results appear to support the construct

validity of the IAT. Because of controversies surrounding what

exactly the IAT measures, a key test of the IAT’s construct validity

is whether it predicts relevant social behaviors (e.g., Arkes &

Tetlock, 2004; Karpinski & Hilton, 2001; Rothermund & Wentura,

2004), and Greenwald, Poehlman, et al.’s findings suggest that this

test has been passed. Second, Greenwald, Poehlman, et al.’s find-

ing that the IAT predicted criteria across levels of controllability

weighs against theories that assign implicit constructs greater

influence on spontaneous than controlled behavior (e.g., Strack &

Deutsch, 2004; see Perugini, Richetin, & Zogmaister, 2010).

Third, the finding that the IAT outperformed explicit measures in

socially sensitive domains, paired with the finding that both im-

plicit and explicit measures showed incremental validity across

domains, supports dual-construct theories of attitudes. It further

argues in favor of the use of both implicit and explicit assessment,

particularly when assessing attitudes or preferences involving sen-

sitive topics. Finally, and most important, these findings appear to

validate the concept of implicit prejudice as an explanation for

social inequality and demonstrate that the IAT can be a useful

predictor of who will engage in both subtle and not-so-subtle acts

of discrimination against African Americans and other minorities.

In short, Greenwald, Poehlman, et al. (2009) “confirms that im-

plicit biases, particularly in the context of race, are meaningful”

(Levinson, Young, & Rudman, 2012, p. 21). That confirmation in

turn supports application of IAT research to the law and public

policy, particularly with respect to the regulation of intergroup

relations (see, e.g., Kang et al., 2012; Levinson & Smith, 2012).

The Need for a Closer Look at the Prediction of

Intergroup Behavior

Although the findings reported by Greenwald, Poehlman, et al.

(2009) have generated considerable enthusiasm, certain findings in

their published report suggest that any conclusions about the

satisfactory predictive validity of the IAT should be treated as

provisional, especially when considered in light of findings re-

ported in other relevant meta-analyses. First, Greenwald et al.

found that the IAT did not outperform explicit measures for a

number of sensitive topics (e.g., willingness to reveal drug use or

true feelings toward intimate others), and explicit measures sub-

stantially outperformed IATs in the prediction of behavior and

other criteria in several important domains. Indeed, in seven of the

nine criterion domains examined by Greenwald et al. (gender/sex

orientation preferences, consumer preferences, political prefer-

ences, personality traits, alcohol/drug use, psychological health,

and close relationships), explicit measures showed higher correla-

tions with criterion measures than did IAT scores, often by prac-

tically significant margins. Second, Greenwald et al.’s conclusion

that the IAT and explicit measures appear to tap into different

constructs and that explicit measures are less predictive for so-

cially sensitive topics is at odds with meta-analytic findings by

Hofmann, Gawronski, Gschwendner, Le, and Schmitt (2005) that

implicit–explicit correlations were not influenced by social desir-

ability pressures. Hofmann et al. concluded that IAT and explicit

measures are systematically related and that variation in that

relationship depends on method variance, the spontaneity of ex-

plicit measures, and the degree of conceptual correspondence

between the measures.1 Third, the low correlations between ex-

plicit measures of prejudice and criteria reported by Greenwald et

al. (both rs � .12 for the race and other intergroup domains) are at

odds with Kraus’s (1995) estimate of the attitude–behavior corre-

lation for explicit prejudice measures (r � .24) and a similar

estimate by Talaska, Fiske, and Chaiken (2008; r � .26). These

inconsistencies raise questions about the quality of the explicit

measures of bias used in the IAT criterion studies. If explicit

measures used in the IAT criterion studies had possessed the same

predictive validity as measures considered by Kraus (1995) and

Talaska et al. (2008), the IAT would not have outperformed the

explicit measures in any domain. It is possible, however, given

1 Cameron, Brown-Iannuzzi, and Payne (2012) noted that the use of
different subjective coding methods may account for differences in meta-
analytic results regarding social sensitivity as a moderator of the relation of
implicit and explicit attitudes (see also Bar-Anan & Nosek, 2012).

T
h
is

d
o
cu

m
en

t
is

co
p
y
ri

g
h
te

d
b
y

th
e

A
m

er
ic

an
P

sy
ch

o
lo

g
ic

al
A

ss
o
ci

at
io

n
o
r

o
n
e

o
f

it
s

al
li

ed
p
u
b
li

sh
er

s.

T
h
is

ar
ti

cl
e

is
in

te
n
d
ed

so
le

ly
fo

r
th

e
p
er

so
n
al

u
se

o
f

th
e

in
d
iv

id
u
al

u
se

r
an

d
is

n
o
t

to
b
e

d
is

se
m

in
at

ed
b
ro

ad
ly

.

172 OSWALD ET AL.



the diverse ways that discrimination has been operationalized in

the IAT criterion studies, that no explicit measures, regardless of

how well constructed, could have achieved equivalent validity

levels.

To better understand when and why the IAT and self-report

measures differentially predict criteria, one must examine possible

moderators of the construct–criterion relationship. Greenwald,

Poehlman, et al. (2009) performed moderator analyses, but they

focused on construct–criterion relations across criterion domains

and did not report moderator results within criterion domains.

Their cross-domain moderator results must be viewed cautiously

for a number of reasons. First, as they note, “criterion domain

variations were extensively confounded with several conceptual

moderators” (Greenwald, Poehlman, et al., 2009, p. 24). Second,

Greenwald, Poehlman, et al.’s meta-analytic method utilized a

single effect size for each sample studied. As a result, studies using

disparate criterion measures were assigned a single effect size,

derived by averaging correlations across the criteria employed.

Even if the criteria in a single study varied in terms of controlla-

bility or social desirability—and even if researchers sought to

manipulate such factors across experimental conditions (e.g.,

Ziegert & Hanges, 2005)—every criterion in the study received

the same score on the moderator of interest. Third, in the domains

of interracial and other intergroup interactions, there was little

variation across studies in the values assigned to key moderator

variables (e.g., with one exception, the race IAT and explicit

measures were given the same social desirability ratings whenever

both types of measures were used in a study). Finally, inconsis-

tencies were discovered in the moderator coding by Greenwald,

Poehlman, et al., and it was therefore hard to understand and

replicate some of their coding decisions (see online supplemental

materials for details).2

The cumulative effect of these analytical and coding decisions

was to obscure possible heterogeneity of effects connected to

differences in the explicit measures used, the criterion measures

used, and the methods used to score the criterion measures. In just

the domain of interracial relations, criteria included such disparate

indicators as the nonverbal treatment of a stranger, the endorse-

ment of specific political candidates, and the results of fMRI scans

recorded while respondents performed other laboratory tasks.

These criteria were scored in a variety of ways that emphasize

attitudes toward the majority group, the minority group, or both

(i.e., absolute ratings of Black or White targets, ratings for White

and Black targets on a common scale, or difference scores com-

puted from separate ratings for White and Black targets). Substan-

tive variability in performance on these criterion measures, as

predicted by the IAT, different explicit measures, or differences in

criterion scoring, were not open to scrutiny under the meta-analytic

and moderator approaches adopted by Greenwald, Poehlman, et al.

(2009).

Therefore, to address important theoretical and applied ques-

tions raised by the diverse findings from Greenwald, Poehlman, et

al. (2009), and in particular to better understand the relation of

implicit and explicit bias to discriminatory behavior, a new meta-

analysis of the IAT criterion studies is needed. The existing meta-

analytic literature on attitude–behavior relations does not answer

these questions. The meta-analyses conducted by Kraus (1995) and

Talaska et al. (2008) emphasized the relation of explicit measures

of attitudes to prejudicial behavior. The meta-analysis by Cam-

eron, Brown-Iannuzzi, and Payne (2012) examined the prediction

of a wide range of behavior by explicit and implicit attitude

measures, including prejudicial behavior, but it focused on sequen-

tial priming measures and did not examine the predictive validity

of IATs.

A New Meta-Analysis of Ethnic and Racial

Discrimination Criterion Studies

The present meta-analysis examines the predictive utility of the

IAT in two of the criterion domains that were most strongly linked

to the predictive validity of the IAT in Greenwald, Poehlman, et al.

(2009)—Black–White relations and ethnic relations—and that un-

derstandably invoke strong applied interest (e.g., Kang, 2005;

Levinson & Smith, 2012; Page & Pitts, 2009).3 It provides a

detailed comparison of the IAT and explicit measures of bias as

predictors of different forms of discrimination within these two

domains. It would be both scientifically and practically remarkable

if the IAT and explicit measures of bias were equally good pre-

dictors of the many different criterion measures used as proxies for

racial and ethnic discrimination in the studies, because the criterion

measures cover a vast range of levels of analysis and employ very

different assessment methods. By differentiating among the ways

in which prejudice was operationalized within the criterion studies,

we can examine heterogeneity of effects within and across cate-

gories, identify sources of heterogeneity, and answer a number of

questions regarding the construct validity of the IAT and the nature

of the relationship between behavior and intergroup bias measured

implicitly and explicitly.

2 Part of the difficulty lies, no doubt, in the inherent ambiguity that
surrounds trying to place sometimes complex tasks and manipulations onto
single dimensions of social-psychological significance after the fact. Con-
sider, for example, the “degree of conscious control” associated with a
criterion, one of the key moderators examined by Greenwald, Poehlman, et
al. (2009). It is difficult to know how conscious control might differ for
verbal versus nonverbal behaviors and how these responses might differ
from self-reported social perceptions. It is similarly unclear how control-
lability of participant responses to a computer task might differ from the
images taken of the brains of participants who are performing the same
computer tasks. For a number of the moderators employed by Greenwald,
Poehlman, et al., we were unable to produce scores that lined up with their
scores or understand why our ratings differed.

3 Greenwald, Poehlman, et al. (2009) concluded that the predictive
validity of the IAT outperformed explicit measures in the White–Black
race and other intergroup criterion domains. Our race domain parallels
Greenwald, Poehlman, et al.’s White–Black race domain, with all studies
examining bias against African Americans/Africans relative to White
Americans/European Americans. Greenwald, Poehlman, et al.’s other in-
tergroup domain included studies examining bias against ethnic groups,
older persons, religious groups, and obese persons (i.e., Greenwald, Poehl-
man, et al.’s other intergroup domain appears to have been a catchall
category rather than theoretically or practically unified). The wide range of
groups placed under the other intergroup label by Greenwald, Poehlman, et
al. risks combining bias phenomena that implicate very different social-
psychological processes. Our analysis focuses on race discrimination and
discrimination against ethnic groups and foreigners (i.e., national-origins
discrimination), because ethnicity and race are characteristics that often
involve observable differences that can be the basis of automatic catego-
rization.
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Moderators Examined and Questions Addressed

Criterion domain: Does the relationship between discrimina-

tion and scores on the IAT or explicit measures of bias vary

as a function of the nature of the intergroup relation?

We differentiated between White–Black relations and intereth-

nic relations in our coding of criterion studies to account for a

possible source of variation in effects, but we did not have strong

theoretical or empirical reasons to believe that criterion prediction

would differ by the nature of the intergroup relation. IAT research-

ers often find score distributions that are interpreted as revealing

high levels of bias against both African American and various

ethnic minorities (e.g., Nosek et al., 2007; cf. Blanton & Jaccard,

2006), and these patterns were replicated within the criterion

studies we examine. Reports of high levels of explicitly measured

racial and ethnic bias are less common in the literature (e.g.,

Quillian, 2006; Sears, 2004a) and within the criterion studies we

examine. Thus, we did not expect the pattern of construct–

criterion relations to vary between the race and ethnicity domains.

Nature of the criterion: Does the relationship between dis-

crimination and scores on the IAT or explicit measures of bias

vary as a function of the manner in which discrimination is

operationalized?

We placed criteria into one of six easily distinguishable categories

of criterion measures used in the IAT criterion studies as indicators of

discrimination: (a) brain activity: measures of neurological activity

while participants processed information about a member of a major-

ity or minority group; (b) response time: measures of stimulus re-

sponse latencies, such as Correll’s shooter task (Correll, Park, Judd, &

Wittenbrink, 2002); (c) microbehavior: measures of nonverbal and

subtle verbal behavior, such as displays of emotion and body posture

during intergroup interactions and assessments of interaction quality

based on reports of those interacting with the participant or coding of

interactions by observers (this category encompasses behaviors Sue et

al., 2007, characterized as “racial microaggressions”); (d) interper-

sonal behavior: measures of written or verbal behavior during an

intergroup interaction or explicit expressions of preferences in an

intergroup interaction, such as a choice in a Prisoner’s Dilemma game

or choice of a partner for a task; (e) person perception: explicit

judgments about others, such as ratings of emotions displayed in the

faces of minority or majority targets or ratings of academic ability; (f)

policy/political preferences: expressions of preferences with respect

to specific public policies that may affect the welfare of majority and

minority groups (e.g., support for or opposition to affirmative action

and deportation of illegal immigrants) and particular political candi-

dates (e.g., votes for Obama or McCain in the 2008 presidential

election).

These distinctions among criteria allow for tests of extant theory

and also provide practical insights into the nature of IAT prediction.

Many theorists have contended that implicit bias leads to discrimina-

tory outcomes through its impact on microbehaviors that are ex-

pressed, for instance, during employment interviews and on quick,

spontaneous reactions of the kind found in Correll’s shooter task, and

they contend that the effects of implicit bias are less likely to be found

in the kind of deliberate choices involved in explicit personnel deci-

sions (e.g., Chugh, 2004; Greenwald & Krieger, 2006; see Mitchell &

Tetlock, 2006; Ziegert & Hanges, 2005). Furthermore, because the

expression of political preferences can be easily justified on legitimate

grounds that avoid attributions of prejudice (Sears & Henry, 2005),

participants should be less motivated to control and conceal biased

responding on the policy preference criteria, and we should thus find

stronger correlations with implicit bias in this category (cf. Fazio,

1990; Olson & Fazio, 2009), and with explicit bias if it is measured

in a way that reduces social desirability pressures on respondents

(Sears, 2004b). Our criterion categories permit testing of these theo-

retical distinctions about the role of implicit and explicit bias for

various kinds of prejudice and discrimination that have direct rele-

vance for a broad range of theories.

Any attempt to reduce the diverse criteria found in the IAT studies

to a single dimension of controllability would encounter the coding

difficulties encountered by Greenwald, Poehlman, et al. (2009), while

at the same time imposing arbitrary and potentially misleading dis-

tinctions. One crucial problem with such an approach is that post hoc

judgments of the likely opportunity for psychological control avail-

able on a criterion task, even if those judgments are accurate, do not

take into account the crucial additional factor of motivation to control

prejudiced responses. Empirically supported theories of the relation of

prejudicial attitudes to discrimination identify motivation as a key

moderator variable in this relation (Dovidio et al., 2009; Olson &

Fazio, 2009). Many of the IAT criterion studies did not include

individual difference measures of motivation to control prejudice and

neither manipulated nor measured felt motivation to avoid prejudicial

responses. In short, we determined that coding criteria for opportunity

and motivation to control responses could not be done in a reliable and

meaningful way for the studies in our meta-analysis.

Nevertheless, the criterion categories we employ capture qualita-

tive differences in participant behavior recorded by measures that may

be a systematic source of variation in effects, and these qualitative

differences can be leveraged to test competing theories of the nature

of attitude–behavior relations. All of the criteria in the response time

category involve tasks that permit little conscious control of behavior,

and all of the criteria in the microbehavior category involve subtle

aspects of behavior that were often measured unobtrusively. Both

single-association models (which posit that implicit constructs bear

the same relation to all forms of behavior) and double-dissociation

models (which posit that implicit constructs have a greater influence

on spontaneous behavior) predict that implicit bias should reliably

predict behavior in these categories (see Perugini et al., 2010). Single-

association models predict that implicit bias will also reliably predict

more deliberative conduct. Thus, under the single-association view,

implicit bias should also predict the explicit expressions of prefer-

ences, judgments, and choices found in the policy preferences, person

perception, and interpersonal behavior criterion categories. Under

double-dissociation models, explicit bias should be a stronger predic-

tor of criteria found in the interpersonal behavior and person percep-

tion categories because they involve more deliberate action than

criteria in the response time and microbehavior categories; race- or

ethnicity-based distinctions will be harder to justify or deny in the

tasks involved in those criterion categories compared to the policy

preference category.4 The research literature contains conflicting ev-

4 We do not make a prediction for brain activity criteria because we do
not consider neuroimages to be forms of behavior. We return to this point
in the Discussion.
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idence about the accuracy of single-association and double-

dissociation models (Perugini et al., 2010). Our criterion-measure

moderator analyses cannot precisely determine why some criteria are

more or less subject to influence by implicit or explicit biases, but

these analyses will provide important data for this ongoing debate.5

Nature of the IAT: Are attitude and stereotype IATs equally

predictive of discrimination?

We examined whether the nature of the IAT affected prediction,

with effects coded as either based on an attitude IAT (which seeks

to measure evaluative associations) or based on a stereotype IAT

(which seeks to measure semantic associations). If attitude and

stereotype IATs capture different types of associations that serve

different appraisal and behavior-guiding functions (Greenwald &

Banaji, 1995), then prediction for some criterion measures should

be more sensitive to the semantic content of concept associations

(as measured by stereotype IATs), and prediction within other

criterion measures should be more sensitive to the valence of

concept associations (as measured by attitude IATs; but see Ta-

laska et al., 2008, who found that stereotypic beliefs were less

predictive of discriminatory behavior than attitudes and emotional

prejudice). We predicted that stereotype IATs would be more

predictive than attitude IATs of judgments on person perception

tasks, on the theory that semantic associations should be more

correspondent to the attributional inferences that must be drawn in

the appraisal processes associated with these tasks. We predicted

that attitude IATs would be more predictive of policy preferences,

on the theory that implicit prejudice toward minorities should be

more correspondent with evaluations of specific candidates and

policies that benefit or disadvantage minority groups (e.g., Green-

wald, Smith, et al., 2009).6 We cannot compare the predictive

validity of stereotype and attitudes IATs for other categories of

criterion measures, because so few studies used the stereotype IAT

to predict other criteria.7

Relative versus absolute criterion scoring: Does the relation

of IAT scores and explicit measures to criteria vary as a

function of the manner by which criteria are scored?

Criterion measures of discrimination are typically derived in one

of three ways: (a) directly rating the majority and minority group

targets relative to one another on the same measure (e.g., a relative

rating of academic ability), (b) computing the difference score on

separate ratings of majority and minority group targets on the same

measure (e.g., seating distance from member of majority group

minus seating distance from member of minority group), or (c)

rating the majority or minority group targets separately on the

same metric, with no comparison between targets (e.g., rating of

majority or minority target’s trustworthiness; often, only ratings

for the minority target are collected and reported using this ap-

proach). We examine the impact of these three criterion scoring

methods on predictive utility. This approach contrasts with Green-

wald, Poehlman, et al. (2009), who aggregated effects across the

scoring methods (and, in the race domain, they also excluded

effects for criterion measures that had been scored only for ma-

jority targets).

Comparisons of predictive validity across absolute versus rela-

tive criterion coding has important applied implications: It speaks

to the need to understand whether the IAT is equally predictive of

favorable treatment of majority members versus unfavorable treat-

ment of minority members but, most important, to show that the

IAT is predictive of relative comparisons, which are needed to

ensure that majority and minority members are being treated

differently (i.e., some persons may treat all persons unfavorably,

regardless of their race or ethnicity, which would not constitute

discrimination). However, this analysis also has theoretical signif-

icance, as it bears on the construct validity of the IAT, which

conceptualizes attitudes in relativistic terms (evaluations of Whites

vs. Blacks or of insects vs. flowers). This measurement approach

assumes that implicit attitudes can be validly measured through

reactions to potentially opposing attitude objects (Schnabel, Asen-

dorpf, & Greenwald, 2008). Arguing against this assumption,

Pittinsky and colleagues found distinct behavioral effects for both

positive and negative attitudes toward minorities (Pittinsky, 2010;

Pittinsky, Rosenthal, & Montoya, 2011), and, similarly, we have

found that IAT scores can differentially predict interactions with

White versus Black persons (Blanton et al., 2009). These results

illustrate the need to examine the utility of the IAT in the predic-

tion of relative versus absolute treatment of majority and minority

members, as a systematic review of the broader literature could

provide a more definitive analysis of the viability of the IAT

measurement strategy.

Nature of the explicit measure: Are some explicit measures

more predictive of discrimination than others?

The defining feature of the studies we examine is that each

contains an IAT measure. Many studies also contained explicit

attitude measures that pitted against IAT instruments for prediction

purposes, and, as discussed above, Greenwald, Poehlman, et al.

(2009) emphasized the performance of IATs relative to these

5 Greenwald, Poehlman, et al. (2009) coded criterion measures for
controllability and found no moderating effects on IAT prediction for this
variable, which they took as evidence against double-dissociation theories
of attitude–behavior relations. But, as noted above, their conclusion was
based on a moderator analysis that collapsed across all nine criterion
domains covered by their meta-analysis, and Greenwald, Poehlman, et al.
acknowledged that their finding of a null result on controllability could be
due to the high correlations of IAT scores with criteria rated high on
controllability in the political and consumer preference domains. Social
pressure is likely to be much greater with respect to the expression of
ethnic and racial preferences than the expression of political and consumer
preferences, and these domains therefore serve as better tests of double-
dissociation models. Social norms against discrimination should motivate
people to avoid expressions of bias in those behaviors when there is an
opportunity to do so, such as on person perception tasks, but implicitly
measured bias should still predict response times and microbehaviors in
these domains (see Dovidio et al., 2009; Olson & Fazio, 2009).

6 The partisan nature of the political topics makes this domain one in
which researchers can measure evaluation of polarizing attitude objects
(e.g., President Obama, Senator McCain), such that they have a reasonable
expectation that favorable and unfavorable evaluations will be strongly and
negatively correlated. Moreover, political choices used as criteria in these
studies (e.g., voting for Obama or McCain) situate decisions around this
attitude structure (see Greenwald, Smith, et al., 2009). These conditions are
precisely the psychometric conditions identified by Blanton et al. (2006,
2007) as most conducive to increasing IAT prediction of criteria.

7 One study meeting our inclusion criteria used a stereotype IAT to
predict interpersonal behavior, one used a stereotype IAT to predict mi-
crobehavior, one to predict policy preferences, and one to predict response
times.
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explicit measures in the interracial and other intergroup relations

domains. A closer examination of the explicit measures used in the

IAT criterion studies is necessary to understand (a) whether the

IAT performed better than all kinds of explicit measures across all

forms of prejudice and discrimination and (b) why the validity

levels reported by Greenwald, Poehlman, et al. for explicit mea-

sures were so much lower than the validity levels previously found

for explicit measures of prejudice (Kraus, 1995; Talaska et al.,

2008).

Ideally, we would have coded the explicit measures in IAT

studies for the degree to which measurement was informed by

lessons from modern attitude theory, and in particular whether

researchers followed what Fishbein and Ajzen (2010) called the

principle of compatibility: “an intention is compatible with a

behavior if both are measured at the same level of generality or

specificity—that is, if the measure of intention involves exactly the

same action, target, context, and time elements as the measure of

behavior” (Fishbein & Ajzen, 2010, p. 44). This issue is most

relevant to studies that examine behavioral outcomes (i.e., mi-

crobehaviors, interpersonal behaviors), but studies focusing on

other criterion domains could have been informed by this concern

(see Jaccard & Blanton, 2006). Regardless of the criterion domain,

researchers should strive to situate their explicit measures within

what Cronbach and Meehl (1955) termed a nomological network,

a causal framework that considers such issues as how compatibil-

ity might affect the degree of causal association that can be

observed. For instance, in some of the person perception studies

designed to predict judgments of guilt or innocence, researchers

employed explicit measures that tapped general feelings toward

members of different groups or distal beliefs related to the eco-

nomic standing of their members (e.g., Florack, Scarabis, & Bless,

2001; Levinson et al., 2010). Had the principle of compatibility

been given consideration, they might instead have pursued explicit

measures designed to assess the perceived moral character or

criminal nature of different group members. Generally, studies in

the person perception domain could have taken advantage of the

compatibility principle by tailoring their explicit measures to the

goal of predicting employment, academic, or social outcomes.

We found little evidence that explicit measures were tailored to

the criteria of interest and so were unable to code for compatibility

(i.e., the measures would have been rated low in compatibility in

almost all studies in our meta-analysis). It also would be ideal to

code for the presence of efforts designed to minimize social

desirability biases in explicit responses (see, e.g., Tourangeau &

Yan, 2007), but there was insufficient reporting of steps taken to

address this issue. We did, however, differentiate among the kinds

of explicit measures used in the criterion studies to determine their

levels of validity in predicting the various kinds of discrimination

examined in these studies. In particular, we distinguished among

(a) feeling thermometers, which assessed how warmly or coolly

participants felt toward different groups, (b) established measures

of bias that assess broad intergroup attitudes and stereotypes (e.g.,

the Modern Racism Scale, which was often used in the criterion

studies synthesized here), and (c) ad hoc measures created for the

individual study that typically involved one or a few questions

aimed at gathering general attitudes toward or stereotypic beliefs

about different groups. This differentiation did allow one predic-

tion regarding compatibility: We predicted that established mea-

sures of bias would be more predictive of political preferences than

of other criterion measures because of attitude–behavior compat-

ibility at the level of public policy support (e.g., affirmative action)

but not at the level of everyday interactions with particular indi-

viduals (e.g., making judgments about how happy, sad, or angry

another person is). Overall, our inquiries into the validities across

explicit measures are exploratory in nature and are aimed at

confirming the low explicit-criterion correlations reported by

Greenwald, Poehlman, et al. (2009).

Methodological Refinements

Meta-analytic approach. This study demonstrates how to

deal meta-analytically with multiple-effect sizes when they repre-

sent different operationalizations of the same general construct,

such as acts of discrimination, and are derived from a common

sample. (For discussions of the issues presented by such studies

and different methodological options, see Cheung & Chan, 2004,

2008; Gleser & Olkin, 2007; Hedges, Tipton, & Johnson, 2010;

Kim & Becker, 2010).8 In many meta-analyses in the social

sciences, relatively few studies involve multiple criteria or multi-

ple behavioral outcomes from the same sample, making the treat-

ment of dependent effects relatively unimportant in statistical

estimation. This issue is pivotal, however, in any empirical exam-

ination of the predictive utility of a psychological inventory that is

designed for use in studies that predict a broad array of psycho-

logical criteria, across a wide range of social contexts—a descrip-

tion that applies to a large number of the IAT criterion studies. We

thus employed the random-effects model of meta-analysis pro-

posed by Hedges et al. (2010), which incorporates the dependence

between multiple correlations drawn from the same sample. Their

method deals parsimoniously with the heterogeneity of effects

within studies containing multiple effects and does not require

knowledge of the sampling distributions of the effects. Instead, a

single parameter estimate for the correlation between all dependent

correlations is used. We assumed this value to be r � .50, as

recommended by the developers of this model, but as the devel-

opers also recommend, we conducted follow-up analyses that

varied this value. Only trivial changes in results and interpretation

were found.

Our meta-analytic approach contrasts with that of Greenwald,

Poehlman, et al. (2009), who, as noted, averaged across multiple

criteria to produce a single effect size estimate for each sample.

Across all 184 IAT-criterion effects used in Greenwald, Poehlman,

et al., 44 were based on averaging 3 or more criteria within a

sample, and 6 were based on averaging 10 or more criteria (with

three of these six coming from the race domain). That approach

necessarily reduces effect-size variability, leading to downwardly

biased estimates, and, conceptually, that approach obscures sub-

stantive differences among criteria that the researchers in each

study had originally set out to distinguish and investigate. Effect-

size variability within samples (across dependent effects) is every

bit as theoretically important to quantify and account for as vari-

ability between samples. The approach we pursue takes this vari-

ability into account while at the same time allowing flexibility in

8 We appreciate the helpful input and meta-analysis expertise of Dan
Beal, Mike Brannick, Mike Cheung, Ron Landis, and Scott Morris and the
sharing of meta-analysis computer code and related support by Elizabeth
Tipton.
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categorizing effects within the same sample across different cate-

gories of moderators (i.e., this approach allows us to assign criteria

to different moderator categories and still model effect-size depen-

dencies, whereas Greenwald, Poehlman, et al. assigned all criteria

within a sample a single value on a moderator variable and ignored

dependencies).

Correcting data errors and omissions. Finally, the present

meta-analysis corrects a number of errors found in the data set

used in Greenwald, Poehlman, et al. (2009).9 We report these

corrections in detail in online supplemental materials. These errors

influence the meta-analytic effect sizes and moderator analyses,

and correction of these errors thus constitutes an important con-

tribution in its own right, given the importance of the Greenwald,

Poehlman, et al. meta-analysis within implicit social cognition

research and applications of this research to the law and public

policy.

Method

Literature Search and Inclusion Criteria

We supplemented the effects located by Greenwald, Poehlman,

et al. (2009) for the racial and ethnic domains by (a) searching

PsycINFO for post-2006 studies using the same search terms used

by Greenwald, Poehlman, et al., (b) searching the Social Science

Research Network (SSRN) for articles with the word implicit in

the title or abstract, (c) requesting any in-press and unpublished

studies examining the predictive validity of the IAT on the Society

of Personality and Social Psychology(SPSP), JDM-Society, Social

Psychology Network, CogSci, Neuro-psych, and Sociology &

Psychology listservs (we fashioned our postings after the e-mail

request made by Greenwald, Poehlman, et al. to the SPSP mailing

list), and (d) examining the post-February 2007 studies collected

by Greenwald, Poehlman, et al. that were made available in their

online archive supporting their published article. We included any

study for which an IAT-criterion correlation (an “ICC” to use

Greenwald, Poehlman, et al.’s nomenclature) could be computed

where the criterion arguably measured some form of discrimina-

tion. A number of studies computed correlations between IAT

scores and responses to surveys that measured general attitudes or

views about socioeconomic conditions; we excluded these studies

on grounds that these correlations constituted implicit–explicit

correlations (an “IEC” to use Greenwald, Poehlman, et al.’s no-

menclature) rather than ICCs. We included studies in which IAT

scores were correlated with responses to specific policy proposals,

such as affirmative action and immigration policy. Our searches

and inclusion criteria resulted in 46 published and unpublished

reports of 308 ICCs and 275 explicit-criterion correlations

(“ECCs” to use Greenwald, Poehlman, et al.’s nomenclature)

based on 86 different samples.10

Moderator Variables

The second and third authors coded all studies for five moder-

ator variables: (a) criterion domain (race or ethnicity/national

origin), (b) IAT version (attitude/evaluative associations, stereo-

type/semantic associations, or other), (c) explicit measure utilized

(preexisting measure of bias other than feeling thermometer, feel-

ing thermometer, or measure created for the study), (d) criterion

operationalization (interpersonal behavior, person perception, pol-

icy preference, microbehavior, response time, brain activity), and

(e) criterion measure scoring method (relative rating of majority

and minority group members on the same measure, difference

score computed from ratings of majority and minority group

members on common measure, or rating of a single group on the

measure). This coding approach called for little subjective judg-

ment, and there was very high agreement between coders, with the

few initial disparities in coding reflecting simple mistakes that

were easily resolved.

Calculation of Effect Sizes and Statistical Approach

To provide a descriptive sense of the typical effect size and

variability observed within each meta-analysis conducted, the

rightmost columns of our tables show unweighted means and

standard deviations of the effect sizes for each meta-analysis.11 We

then report meta-analytic means and standard deviations (the latter

being tau, an estimate of random effects) that are based on effect-

size weights that are estimated iteratively and take into account the

fact that some effects have more stable estimates than others by

virtue of larger sample sizes. Dependencies between correlations

from the same sample are also taken into account during this

procedure, regardless of whether those correlations fall within the

same category of moderator variable. Data for all meta-analytic

results are available in the online supplemental materials. The R

code program we applied is provided in Hedges et al. (2010).

Meta-analyses were conducted across levels of the moderator vari-

ables to obtain meta-analytic correlations and confidence intervals for

each level, as well as the estimate of random-effects variation (tau)

across levels after accounting for and reporting random-effects vari-

ation within each level. The corresponding unweighted mean and

standard deviation were computed with a simple spreadsheet pro-

gram. Tabled results provide the number of effects, number of inde-

pendent samples, and the cumulative sample size (k, s, and Ntot,

respectively) for each separate meta-analysis. Meta-analyses with

small numbers of studies and effects are provided in the tables to

provide more comprehensive description of the extant IAT literature,

but these results should be interpreted cautiously for both statistical

9 Our corrections go beyond incorporating a few studies inadvertently omitted
from Greenwald, Poehlman, et al. (2009), though we do correct such omissions. In
particular, we document (a) inconsistent requests by Greenwald, Poehlman, et al.
regarding unpublished data, (b) inconsistent treatment of effects from studies with
identical or nearly identical designs, (c) use of unclear or ad hoc criteria to select
among available effects for inclusion in the data, (d) omission or exclusion of
effects and studies that met inclusion criteria, (e) inconsistent coding of moderator
variables, (f) inclusion of an erroneously reported effect, and (g) inclusion of an
effect based on fabricated data. We describe these issues in detail in the online
supplemental materials.

10 Greenwald, Poehlman, et al. (2009) reported only 47 effects for the race and
other intergroup criterion domains. The large difference in our number of effects is
due to Greenwald, Poehlman, et al. averaging effects across conditions and using
only a single mean effect per study. In addition, recall that we focused on racial and
ethnic/national-origins biases and excluded studies of bias against religious groups,
obese persons, and older persons, which Greenwald, Poehlman, et al. included in
their “other intergroup relations” domain. Also, we included several articles on
racial and ethnic bias that were published after Greenwald, Poehlman, et al.’s
cutoff date.

11 All effects were coded such that positive signs reflect promajority
group or antiminority group bias scores on the IAT or explicit measures
and higher discrimination scores on the criterion measures.
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reasons (e.g., less precision for the estimates) and substantive reasons

(e.g., concerns about the limited representativeness of the collection of

studies). We report the standard deviations of the random effects

(taus), but it is important to keep in mind that the standard error of tau

or any estimate of heterogeneity can be large (Biggerstaff & Tweedie,

1997), especially when the number of studies is small (Borenstein,

Hedges, Higgins, & Rothstein, 2009, p. 364; Hartung & Knapp, 2003;

Oswald & Johnson, 1998). Reporting both the weighted mean and

standard deviation from the meta-analysis for each set of effects,

along with the unweighted mean and standard deviation, provides a

comprehensive picture of the available empirical evidence.

Results

IAT Criterion-Related Correlations (ICCs)

Table 1 shows the meta-analytic estimates of criterion-related

validities within and across the race and ethnicity domains for

IATs. The average ICCs for each domain and for the combined

domains are small (�̂ � .14 overall, .15 for the race domain, and

.12 for the ethnicity domain) and are empirically heterogeneous

(e.g., both taus and the unweighted standard deviations are in fact

equal to or larger than the corresponding estimated mean effects).

Some of this heterogeneity is explained by differences in criterion

measures: A much higher average correlation was found in the

brain activity subdomain; the IAT did not predict microbehaviors

well and no better than explicit measures for interpersonal behav-

iors, person perceptions, policy preferences, and response times.

Contrary to our prediction, predictive validities were particularly

low for stereotype IATs on person perception tasks; however, stereo-

type IATs were used much less often than attitude IATs, and neither

version of the IAT was a good predictor of discriminatory behavior,

judgments, or decisions (see Table 2). Thus, the large amounts of

heterogeneity reported in Table 1 are not explained by differences in

the predictive validities of the attitude and stereotype IATs.

The predictive validities of IATs across criterion scoring

methods are presented in Tables 3 and 4. Because these anal-

yses subdivide ICC validities further— by criterion domain and

then by criterion-scoring method—some of these findings are

based on small numbers of effects and should be viewed as

exploratory in nature. In the race domain, there is no clear

pattern across criterion categories, but the data suggest that the

IAT is generally a better predictor of behavior toward Black

targets than White targets, because the ICCs tend to be larger

for scoring methods that incorporate behavior directed at Black

targets (i.e., difference scores and ratings of the Black target

alone). Given that most of the samples were predominantly

White, this finding could indicate that interracial attitudes were

not activated to the same extent in same-race interactions.

Further studies should explore the reliability and source of this

Table 1

Meta-Analysis of Implicit-Criterion Correlations (ICCs): Overall and by Subgroups

Criterion k (s; Ntotal) �̂ [95% CI] �̂ M SD

All effects: Overall 298 (86; 17,470) .14 [.10, .19] .17 .12 .24
Interpersonal behavior 11 (6; 796) .14 [.03, .26] .12 .21 .15
Person perception 138 (46; 7,371) .13 [.07, .18] .13 .10 .21
Policy preference 21 (9; 4,677) .13 [.07, .19] .03 .14 .09
Microbehaviora 96 (21; 3,879) .07 [–.03, .18] .19 .10 .24
Response time 6 (5; 300) .19 [.02, .36] .27 .31 .28
Brain activitya 26 (8; 447) .42 [.11, .73] .68b .26 .40

Black vs. White groups: Overall 206 (63; 9,899) .15 [.09, .21] .19 .13 .26
Interpersonal behavior 10 (5; 691) .14 [.01, .28] .14 .22 .16
Person perception 75 (30; 3,564) .13 [.08, .19] .12 .09 .22
Policy preferencea 8 (5; 1,855) .10 [.02, .19] .05 .09 .10
Microbehaviorb 87 (18; 3,162) .07 [–.06, .19] .22 .10 .25
Response timea 6 (5; 300) .19 [.02, .37] .27 .31 .28
Brain activitya,b 20 (8; 327) .43 [.12, .73] .67b .30 .42

Ethnic minority vs. majority groups: Overall 92 (24; 7,571) .12 [.06, .19] .12 .12 .18
Interpersonal behaviora 1 (1; 105) .19 [c] — .19 c

Person perception 63 (16; 3,807) .11 [–.01, .23] .15 .11 .19
Policy preference 13 (4; 2,822) .16 [.08, .25] .00 .17 .07
Microbehavior 9 (3; 717) .11 [–.09, .31] .14 .11 .19
Response time — — — — —
Brain activitya 6 (1; 120) .11 [c] — .11 .27

Note. All effects were coded such that positive correlations are in the direction of promajority group or antiminority group responses or behaviors. With
regard to Heider and Skowronski (2007) and Stanley et al. (2011), these analyses incorporate the difference score ICCs, not the Black-only and White-only
ICCs. The correlation between dependent effects is assumed to be .50. The �̂ for each category is based on a moderated meta-analysis across categories,
where dependent effect sizes (both within and across categories) are accounted for (Hedges, Tipton, & Johnson, 2010), and the overall random-effects
variance (tau-squared) weight is applied. �̂ is also independently estimated within each category in separate analyses. Dashes indicate insufficient number
of effects for computation purposes. Effects sharing subscripts within a category set are statistically significantly different from one another (p � .05). k �

number of effects; s � number of independent samples within each category (this does not add up to the overall s because of sample overlap across
categories); �̂ � meta-analytically estimated population correlation; CI � confidence interval; �̂ � random-effects standard deviation estimate; M �

unweighted mean; SD � unweighted standard deviation.
a Even though this category in the overall analysis and in the Black-only analysis contains the same effects, results differ because estimates within categories
are influenced by the effects, dependencies, and weighting across categories. b This extremely large value is in fact the estimated value. c An appropriate
estimate cannot be computed due to the integrated analysis with limited effects in this category.
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difference in predictive validity for same-race and different-

race interactions. Response-time difference scores and response

times to Black targets correlated moderately to highly with IAT

scores, suggesting either shared method variance or a similarity

in the relative mental comparisons required by the IAT and

criterion tasks; however, these correlations are based on a small

number of effects.

In the ethnicity domain, only person perception tasks contained

sufficient variation in scoring methods to allow comparisons. The IAT

was equally predictive of ratings of minority and majority targets on

person perception tasks but, interestingly, was a very weak predictor

of difference scores on person perception tasks (and note that the

estimate for the difference-scored person perception criterion is based

on a large number of effects relative to many of the other estimates in

this domain). These scoring method analyses demonstrate not only

tremendous heterogeneity in ICCs across studies but also considerable

diversity in the research designs used in the IAT criterion studies and

the lack of a common measurement procedure across studies (see De

Houwer, Teige-Mocigemba, Spruyt, & Moors, 2009, on the need for

greater standardization).

Explicit Measure Criterion-Related Correlations (ECCs)

Table 5 reports the meta-analytic estimates of criterion-

related validities within and across the race and ethnicity do-

mains for explicit measures of bias. ECCs overall and within

the race and ethnicity domains were small and similar in mag-

nitude to the ICCs (�̂ � .12 overall, .10 for race, and .15 for

ethnicity). However, the explicit measures showed greater vari-

ation in meta-analytic validity than the IATs across criterion

operationalizations. Explicit measures were poor predictors of

microbehavior in both the race and ethnicity domains (�̂ �

.02 and .11, respectively); they were somewhat better predictors

of interpersonal behavior, policy preferences, and response

times. Explicit measures were most predictive of brain activity,

though only two effects from the race domain were available

��̂ � .33� on the brain-activity criterion. Notably, the validities

for interpersonal behavior and person perception— criterion

categories involving more controlled behavior and having the

most direct connection to discriminatory behavior—were gen-

erally as low as those for the IAT, the highest being �̂ � .19 for

interpersonal behavior in the race domain based on eight effect

sizes (the person perception effects, which were based on more

effects, were both lower than this value, �̂s � .11).

The method by which explicit constructs were assessed made

little difference (see Table 6, bottom section), as the low

predictive validities held in both race and ethnicity domains for

feeling thermometers, preexisting bias scales, and ad hoc mea-

sures (although in the ethnicity domain, ad hoc measures

showed higher validity). In general, the explicit measures per-

formed below the level one would expect for simple, general

attitude measures used to predict specific behaviors (see

Wicker, 1969) and below the levels found previously for ex-

plicit prejudice– behavior relations (Kraus, 1995; Talaska et al.,

2008). This suggests that greater attention to strategies for

improving explicit measurement might improve their perfor-

mance relative to implicit measures (see, e.g., Ditonto, Lau, &

Sears, in press).

Tables 7 and 8 provide ECCs across the criterion-scoring meth-

ods and criterion measure categories. In the race domain, explicit

measures were better predictors of interpersonal behavior and

person perception when they consisted of ratings of Black targets

or used relative ratings. In the ethnicity domain, only three studies

report effects for criterion measures scored for majority targets

only. Several studies in the ethnicity domain report effects for

ratings of minority targets only, without corresponding ratings of

majority targets, making it difficult to assess whether any disparate

treatment occurred within these studies (see Blanton & Mitchell,

2011).

Table 2

Meta-Analysis of Attitude and Stereotype ICCs: Person Perception Criterion

IAT type k (s; Ntotal) �̂ [95% CI] �̂ M SD

All effects
Attitude IATa 97 (40; 5,096) .16 [.11, .21] .10 .09 .19
Stereotype IATa 41 (14; 2,275) .03 [–.08, .14] .16 .12 .23

Black vs. White
Attitude IATa 51 (26; 2,627) .17 [.11, .23] .11 .10 .20
Stereotype IATa 24 (10; 937) .06 [–.02, .14] .15 .06 .25

Asian vs. non-Asian
Attitude IAT 15 (2; 1,243) .04 [.03, .04] .00 .04 .12
Stereotype IAT 17 (4; 1,338) –.03 [–.82, .76] .21 .21 .18

Note. The comparisons reported are limited to those with larger numbers of effects. All effects were coded such
that positive correlations are in the direction of promajority group or antiminority group responses or behaviors.
The correlation between dependent effects is assumed to be .50. The �̂ for each category is based on a moderated
meta-analysis across categories, where dependent effect sizes (both within and across categories) are accounted
for (Hedges et al., 2010) and Stanley et al. (2011), and the overall random-effects variance (tau-squared) weight
is applied. �̂ is also independently estimated within each category in separate analyses. With regard to Heider and
Skowronski (2007), these analyses incorporate the difference score ICC, not the Black-only and White-only
ICCs. Effects sharing subscripts within a category set are significantly different from one another (p � .05).
ICCs � implicit-criterion correlations; k � number of effects; s � number of independent samples within each
category (this does not add up to the overall s because of sample overlap across categories); �̂ � meta-
analytically estimated population correlation; CI � confidence interval; �̂ � random-effects standard deviation
estimate; M � unweighted mean; SD � unweighted standard deviation; IAT � Implicit Association Test.
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Correlations Between IATs and Explicit Measures

(IECs)

In the race domain, meta-analytically averaged correlations be-

tween implicit and explicit measures were low overall (�̂ � .14),

with IECs for preexisting measures and ad hoc measures higher

than for feeling thermometers (see Table 6). A higher IEC was

found in the ethnicity domain for feeling thermometers, but IECs

were somewhat lower for ad hoc measures. The low IECs found in

the race domain are comparable to those found by Greenwald,

Poehlman, et al. (2009) but lower than that found by Nosek et al.

(2007; r � .27) based on an extremely large web-based sample

(N � 732,881). These findings collectively indicate, at least for the

race domain, either that implicit and explicit measures tap into

different psychological constructs—none of which may have much

influence on behavior, given the low ICCs and ECCs ob-

served—or that social or methodological factors adversely affect

the validity of responses to explicit measures of racial bias and

possibly the race IAT as well (e.g., Frantz, Cuddy, Burnett, Ray, &

Hart, 2004).12 Greenwald, Poehlman, et al. (2009) theorized that

reactive measurement effects and the limits of introspection adversely

12 The fact that IATs and explicit measures converged in their predictions of
brain activity might be seen as counterevidence in favor of the view that both
types of measures tap into constructs that are associated with the same brain
processes activated in interracial and interethnic interactions. But this evidence
of convergence should be viewed as tentative, given the small number of
studies and sample sizes on which the effects are based and given problems
with the reporting of results from these studies (see online supplemental
materials; see also Vul, Harris, Winkielman, & Pashler, 2009).

Table 3

Meta-Analysis of ICCs by Criterion Scoring Method: Black Versus White Groups

Criterion scoring method k (s; Ntotal) �̂ [95% CI] �̂ M SD

Overall
Absolute—Black targeta 65 (27; 3,601) .15 [.06, .23] .17 .15 .25
Absolute—White targeta,b 33 (19; 1,344) –.01 [–.07, .05] .07 .01 .17
Relative rating 14 (10; 1,496) .13 [–.01, .26] .12 .09 .24
Difference scoreb 104 (26; 4,144) .22 [.10, .34] .33a .15 .28

Interpersonal behavior
Absolute—Black targeta 9 (4; 628) .23 [.19, .27] .00 .25 .09
Absolute—White targeta 3 (3; 246) –.13 [�.24, �.03] .00 –.11 .07
Relative rating — — — — —
Difference score 2 (2; 183) .14 [�.19, .48] .24 .22 .27

Person perception
Absolute—Black target 35 (11; 1,816) .19 [.07, .31] .19 .12 .24
Absolute—White target 18 (9; 802) .03 [–.08, .14] .03 –.02 .15
Relative rating 9 (7; 359) .15 [.08, .22] .00 .14 .15
Difference score 15 (8; 687) .19 [.07, .31] .14 .12 .24

Policy preference
Absolute—Black target 7 (4; 798) .08 [–.10, .26] .03 .08 .10
Absolute—White target — — — — —
Relative rating 1 (1; 1,057) .17 [b] — .17 —
Difference score — — — — —

Microbehavior
Absolute—Black target 9 (6; 278) .00 [–.33, .33] .27 .00 .33
Absolute—White target 7 (5; 215) –.02 [–.20, .16] .14 .04 .25
Relative rating 4 (3; 80) .04 [–.54, .62] .48a �.02 .42
Difference score 71 (8; 2,809) .14 [.04, .25] .12 .12 .22

Response time
Absolute—Black targeta 1 (1; 21) .52 [b] — .52 —
Absolute—White targeta 1 (1; 21) .06 [b] — .06 —
Relative rating — — — — —
Difference score 4 (3; 258) .32 [–.70, 1.00] .31a .32 .30

Brain activity
Absolute—Black targeta 4 (2; 60) .54 [.41, .68] .00 .54 .11
Absolute—White targeta 4 (2; 60) .13 [–.04, .29] .00 .12 .17
Relative rating — — — — —
Difference score 12 (6; 207) .36 [–.35, 1.00] .73a .28 .51

Note. All effects were coded such that positive correlations are in the direction of promajority group or antiminority group responses or behaviors. The
correlation between dependent effects is assumed to be .50. The �̂ for each category is based on a moderated meta-analysis across categories, where
dependent effect sizes (both within and across categories) are accounted for (Hedges et al., 2010), and the overall random-effects variance (tau-squared)
weight is applied. �̂ is also independently estimated within each category in separate analyses. Estimated confidence interval bounds with magnitudes
exceeding 1.00 were truncated at 1.00. Dashes indicate insufficient number of effects for computation purposes. Effects sharing subscripts within a category
set are statistically significantly different from one another (p � .05). ICCs � implicit-criterion correlations; k � number of effects; s � number of
independent samples within each category (this does not add up to the overall s because of sample overlap across categories); �̂ � meta-analytically
estimated population correlation; CI � confidence interval; �̂ � random-effects standard deviation estimate; M � unweighted mean; SD � unweighted
standard deviation.
a This extremely large value is in fact the estimated value. b An appropriate estimate cannot be computed due to the integrated analysis with limited effects
in this category.
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affect the utility of explicit measures in socially sensitive domains.

Our results suggest that a finer grained approach should be taken, one

that examines the sensitive nature of the topics, the particular mea-

sures used, and the efforts made to reduce social desirability pressures

(e.g., some people may be much more comfortable expressing nega-

tive attitudes toward illegal immigrants than against African Ameri-

cans, particularly if doing so in a setting that ensures anonymity or

frames the topic as a matter of legitimate political debate; cf. Hofmann

et al., 2005).

Incremental Validity Analysis

Greenwald, Poehlman, et al. (2009) used the meta-analytic

correlations for ICCs, ECCs, and IECs to calculate rough estimates

of incremental gain; namely, how much variance the IAT measure

predicts over and above explicit measures and vice versa. We

conducted a similar analysis (see Table 9). In light of the low

magnitudes of the ICCs and ECCs, it is not surprising that the

percentage of criterion variance they account for jointly is small

(endpoints ranging from 2.4 to 3.2% for race and 1.6 to 6.8% for

ethnicity) and that the amounts of incremental variance of ICCs

over ECCs, and vice versa, were small (endpoints ranging from 0.1

to 2.0% for race and 0.2 to 5.4% for ethnicity).

Outlier Analysis

This meta-analysis included one large-N study that could dom-

inate weighted estimates of average correlations; namely, the study

Table 4

Meta-Analysis of ICCs by Criterion Scoring Method: Ethnic Minority Versus Majority Groups

Criterion scoring method k (s; Ntotal) �̂ [95% CI] �̂ M SD

Overall
Absolute—Minority target 29 (12; 3,614) .16 [.09, .23] .08 .11 .17
Absolute—Majority target 11 (4; 510) .18 [.05, .31] .05 .11 .15
Relative rating — — — — —
Difference score 52 (10; 3,447) .07 [–.07, .20] .17 .13 .20

Interpersonal behavior
Absolute—Minority target 1 (1; 105) .19 [a] — .19 —
Absolute—Majority target — — — — —
Relative rating — — — — —
Difference score — — — — —

Person perception
Absolute—Minority target 14 (7; 582) .16 [.00, .33] .18 .05 .23
Absolute—Majority target 11 (4; 510) .18 [.04, .32] .05 .11 .15
Relative rating — — — — —
Difference score 38 (7; 2,715) .05 [–.14, .23] .18 .14 .19

Policy preference
Absolute—Minority target 13 (4; 2,822) .17 [.08, .25] .00 .17 .07
Absolute—Majority target — — — — —
Relative rating — — — — —
Difference score — — — — —

Microbehavior
Absolute—Minority target 1 (1; 105) .08 [a] — .08 —
Absolute—Majority target — — — — —
Relative rating — — — — —
Difference score 8 (2; 612) .12 [a] .23 .11 .20

Response time
Absolute—Minority target — — — — —
Absolute—Majority target — — — — —
Relative rating — — — — —
Difference score — — — — —

Brain activity
Absolute—Minority target — — — — —
Absolute—Majority target — — — — —
Relative rating — — — — —
Difference score 6 (1; 120) .11 [a] — .11 .27

Note. All effects were coded such that positive correlations are in the direction of promajority group or
antiminority group responses or behaviors. The correlation between dependent effects is assumed to be .50. The
�̂ for each category is based on a moderated meta-analysis across categories, where dependent effect sizes (both
within and across categories) are accounted for (Hedges et al., 2010), and the overall random-effects variance
(tau-squared) weight is applied. �̂ is also independently estimated within each category in separate analyses.
Dashes indicate insufficient number of effects for computation purposes. Estimated confidence interval bounds
with magnitudes exceeding 1.00 were truncated at 1.00. No effects within a category set are statistically
significantly different from one another (p � .05). ICCs � implicit-criterion correlations; k � number of effects;
s � number of independent samples within each category (this does not add up to the overall s because of sample
overlap across categories); �̂ � meta-analytically estimated population correlation; CI � confidence interval;
�̂ � random-effects standard deviation estimate; M � unweighted mean; SD � unweighted standard deviation.
a An appropriate estimate cannot be computed due to the integrated analysis with limited effects in this category.
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by Greenwald, Smith, et al. (2009). This study contributed seven

effects: one ICC effect, three ECC effects, and three IEC effects,

each with N � 1,057. To put this sample size in the context of the

entire body of IAT research that we meta-analyzed, the next

highest sample size was N � 333, and the median sample sizes for

the overall ICC, ECC, and IEC were much smaller: 41, 41, and 77,

respectively. We investigated whether this large-sample study

altered in a nontrivial way any of the key parameters we report,

and we generally did not find this to be the case. At the overall

level of analysis, all meta-analytic correlations remained within

.02 correlation units of the original estimate when Greenwald,

Smith, et al. (2009) effects were excluded except that (a) the ICC

for policy preferences within the race domain changed from .10 to

.07 (see Table 1) and (b) the ECC for policy preference within the

race domain changed from .11 to .06 (see Table 5). Note that we

also provide unweighted means and standard deviations, which do

not favor large-sample effects and which provide a similar pattern

of effects as the sampling-error and random-effects variance-

weighted counterparts from meta-analysis.

Discussion

Our meta-analytic estimates of the mean correlations between

IAT scores and criterion measures of racial and ethnic discrim-

ination are smaller than analogous correlations reported by

Greenwald, Poehlman, et al. (2009): overall correlations of .15

and .12 for racial and interethnic behavior compared to corre-

lations of .24 and .20 for racial and other intergroup behavior

reported by Greenwald and colleagues. We arrived at different

estimates for two reasons. First, Greenwald, Poehlman, et al.

averaged multiple effects that were dependent on the same

sample. Although this is not an uncommon practice, it sup-

presses substantive variance in the service of meeting the as-

sumption of independent effects in a typical random-effects

meta-analysis model. Second, we included a number of effects

that were not available to Greenwald, Poehlman, et al., and we

included effects erroneously omitted or erroneously coded in

their earlier meta-analysis (see the online supplemental mate-

rials for details). Many of these additions involved weaker

correlations between IAT scores and criterion measures.

The focused analysis of IAT–criterion correlations by the nature

of the criterion measure also revealed that the validity estimates

provided by Greenwald, Poehlman, et al. (2009) for the interracial

and other intergroup relations domains appear to have been biased

upward by effects from neuroimaging studies. IAT scores corre-

lated strongly with measures of brain activity but relatively weakly

with all other criterion measures in the race domain and weakly

with all criterion measures in the ethnicity domain. IATs, whether

they were designed to tap into implicit prejudice or implicit ste-

reotypes, were typically poor predictors of the types of behavior,

judgments, or decisions that have been studied as instances of

Table 5

Meta-Analysis of Explicit-Criterion Correlations (ECCs): Overall and by Subgroups

Criterion k (s; Ntotal) �̂ [95% CI] �̂ M SD

All effects: Overall 263 (64; 18,223) .12 [.07, .16] .15 .08 .19
Interpersonal behavior 9 (3; 769) .19 [–.03, .41] .18 .28 .20
Person perception 124 (34; 5,797) .11 [.03, .19] .16 .09 .19
Policy preferencea 31 (8; 7,480) .16 [.07, .25] .16 .14 .17
Microbehaviora,b 92 (18; 3,868) .04 [–.04, .11] .18 .02 .17
Response timeb 5 (4; 284) .22 [.14, .31] .02 .26 .14
Brain activity 2 (2; 25) .34 [.02, .66] .20 .28 .33

Black vs. White groups: Overall 198 (47; 12,706) .10 [.05, .16] .16 .07 .19
Interpersonal behavior 8 (2; 664) .19 [–.09, .48] .27 .29 .21
Person perception 79 (23; 3,445) .11 [.01, .20] .16 .07 .18
Policy preference 21 (5; 5,137) .11 [–.02, .25] .22 .10 .19
Microbehaviora 83 (15; 3,151) .02 [–.06, .09] .04 .02 .17
Response timea

a 5 (4; 284) .23 [.13, .32] .02 .26 .14
Brain activitya 2 (2; 25) .33 [–.00, .66] .20 .28 .33

Ethnic minority vs. majority groups: Overall 65 (17; 5,517) .15 [.05, .24] .15 .13 .19
Interpersonal behavior 1 (1; 105) .18 [b] — .18 —
Person perception 45 (11; 2,352) .11 [–.06, .29] .20 .12 .21
Policy preference 10 (3; 2,343) .23 [.17, .29] .00 .22 .07
Microbehavior 9 (3; 717) .11 [–.14, .36] .28 .06 .17
Response time — — — — —
Brain activity — — — — —

Note. All effects were coded such that positive correlations are in the direction of promajority group or antiminority group responses or behaviors. The
correlation between dependent effects is assumed to be .50. The �̂ for each category is based on a moderated meta-analysis across categories, where
dependent effect sizes (both within and across categories) are accounted for (Hedges et al., 2010), and the overall random-effects variance (tau-squared)
weight is applied. �̂ is also independently estimated within each category in separate analyses. Dashes indicate insufficient number of effects for
computation purposes. Effects sharing subscripts within a category set are statistically significantly different from one another (p � .05). k � number of
effects; s � number of independent samples within each category (this does not add up to the overall s because of sample overlap across categories); �̂ �

meta-analytically estimated population correlation; CI � confidence interval; �̂ � random-effects standard deviation estimate; M � unweighted mean;
SD � unweighted standard deviation.
a Although this category contains the same data as the overall analysis, results can differ because estimates within categories are influenced by the effects,
dependencies, and weighting across categories. With regard to Heider and Skowronski (2007) and Stanley et al. (2011), these analyses incorporate only
the difference score ECCs. b An appropriate estimate cannot be computed due to the integrated analysis with limited effects in this category.
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discrimination, regardless of how subtle, spontaneous, controlled,

or deliberate they were.

Explicit measures of bias were also, on average, weak predictors

of criteria in the studies covered by this meta-analysis, but explicit

measures performed no worse than, and sometimes better than, the

IATs for predictions of policy preferences, interpersonal behavior,

person perceptions, reaction times, and microbehavior. Only for

brain activity were correlations higher for IATs than for explicit

measures (�̂ � .42 vs. �̂ � .34), but few studies examined predic-

tion of brain activity using explicit measures. Any distinction

between the IATs and explicit measures is a distinction that makes

little difference, because both of these means of measuring atti-

tudes resulted in poor prediction of racial and ethnic discrimina-

tion.

We do not consider the finding that the IAT correlated highly

with brain activity criterion scores in the race domain to be

evidence that the IAT is predictive of discriminatory behavior. In

fact, we hesitated to include the neuroimaging studies in this

meta-analysis, because this domain stands out as one in which null

results are not reported in published studies and thus not available

for meta-analytic review (see online supplemental materials) and

because we cannot conceive of any socially meaningful definition

of discrimination that treats differences in brain activity—indepen-

dent of relevant behavioral outcomes—as discrimination (cf. Gaz-

zaniga, 2005). We included these studies because Greenwald,

Poehlman, et al. (2009) included brain scans as a proxy for

discrimination and because we suspected, and found, that effects

from fMRI studies would be large, thus inflating the aggregated

IAT–criterion correlations relative to correlations for other criteria

examined (smaller sample sizes notwithstanding). To be clear,

neuroimaging studies of the biological origins of bias and differ-

ential processing of majority and minority targets may yield im-

portant theoretical and even practical insights, but without some

empirical link to outward verbal or nonverbal behavior, these

studies do not bear directly on the ability of the IAT to predict acts

of racial and ethnic discrimination.

Flawed Theories or Flawed Instruments?

Why did the IAT and explicit measures perform so poorly with

respect to all criteria that did not involve brain scan data? One

explanation locates the problem in the instruments themselves,

whereas an alternative explanation locates the problem in the

theories that inspired the development and use of the instruments.

We interpret our results as most consistent with the flawed instru-

ments explanation, but our results also raise important questions

for existing theories of implicit social cognition and prejudice.

Theoretical implications. The low predictive utility for the

race and ethnicity IATs present problems for contemporary theo-

ries of prejudice and discrimination that assign a central role to

implicit constructs (see Amodio & Mendoza, 2010). Explicitly

endorsed ethnic and racial biases have become less common, yet

societal inequalities persist. In response, psychologists have theo-

rized that implicit biases must be a key sustainer of these inequal-

ities (e.g., Chugh, 2004; Rudman, 2004), and IAT research has

become the primary exhibit in support of this theory. The present

results call for a substantial reconsideration of implicit-bias-based

theories of discrimination at the level of operationalization and

measurement, at least to the extent those theories depend on IAT

research for proof of the prevalence of implicit prejudices and

Table 6

Meta-Analysis of Implicit–Explicit Correlations (IECs) and Explicit-Criterion Correlations (ECCs) by Explicit Measure

Explicit measure k (s; Ntotal) �̂ [95% CI] �̂ M SD

IEC
Black vs. White groups: Overall 105 (39; 10,739) .14 [.09, .19] .13 .13 .15

Thermometer 24 (15; 2,534) .09 [–.05, .24] .17 .14 .19
Other existing measure 39 (26; 3,491) .15 [.09, .21] .08 .16 .14
Created measure 42 (10; 4,714) .14 [.05, .24] .15 .10 .14

Ethnic minority vs. majority groups: Overall 19 (12; 1,339) .16 [.09, .23] .00 .13 .14
Thermometera 3 (2; 511) .23 [.19, .27] .08 .31 .11
Other existing measure 6 (5; 402) .13 [.02, .24] .00 .13 .09
Created measurea 10 (7; 426) .07 [–.03, .17] .00 .07 .12

ECC
Black vs. White groups

Thermometer 29 (18; 2,249) .11 [–.05, .27] .16 .07 .24
Other existing measure 112 (31; 6,008) .11 [.05, .18] .20 .06 .20
Created measure 57 (14; 4,449) .06 [.00, .13] .06 .07 .15

Ethnic minority vs. majority groups
Thermometer 10 (5; 2,187) .06 [–.16, .28] .16 .14 .18
Other existing measure 14 (6; 917) .09 [–.03, .22] .04 .05 .10
Created measure 41 (8; 2,413) .24 [.09, .40] .18 .15 .21

Note. All effects were coded such that positive correlations are in the direction of promajority group or antiminority group responses or behaviors. The
correlation between dependent effects is assumed to be .50. The �̂ for each category is based on a moderated meta-analysis across categories, where
dependent effect sizes (both within and across categories) are accounted for (Hedges et al., 2010), and the overall random-effects variance (tau-squared)
weight is applied. �̂ is also independently estimated within each category in separate analyses. With regard to Heider and Skowronski (2007), these analyses
incorporate only the difference score ECCs. Effects sharing subscripts within a category set are statistically significantly different from one another (p �

.05). k � number of effects; s � number of independent samples within each category (may not add up to the overall s because of sample overlap across
categories); �̂ � meta-analytically estimated population correlation; CI � confidence interval; �̂ � random-effects standard deviation estimate; M �

unweighted mean; SD � unweighted standard deviation.
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assume that the prejudices measured by IATs are potent drivers of

behavior. This conclusion follows as well from the broader meta-

analytic results from Greenwald, Poehlman, et al. (2009), which

reported weak evidence for implicit bias as a predictor of behavior

in the gender and sexual orientation domain and which reported

that the IAT explained small amounts of variance in an absolute

sense within the domains of interracial and other intergroup be-

havior.

One might argue that, although the predictive utility of the IAT

was low in most criterion domains, the existence of some weak,

reliable effects might nonetheless be of interest to science if they

advance basic theory (e.g., Mook, 1983; Prentice & Miller, 1992;

Rosenthal & Rubin, 1979). However, it was not just the magnitude

but also the pattern of effect sizes in the current analysis that are

hard to reconcile with current theory. All theories of implicit social

cognition, whether they embrace simple association or dissociation

models of the relation of implicit constructs to behavior (Cameron

et al., 2012; Perugini et al., 2010), hypothesize that implicitly

measured constructs will, at a minimum, influence some sponta-

neous behaviors. Yet, the race and ethnicity IATs were weak or

unreliable predictors of the more spontaneous behaviors covered

by this meta-analysis. This finding raises questions about the

proper conception of implicit bias (i.e., as more state-like or

trait-like; cf. Smith & Conrey, 2007) and suggests that situational

conditions can powerfully sway even the relationship between

implicit bias and spontaneous behaviors. Across the board, the

correlations observed between the IATs and criterion behaviors

failed to reach the levels observed by Wicker (1969) in his classic

Table 7

Meta-Analysis of ECCs by Criterion Scoring Method: Black Versus White Groups

Criterion scoring method k (s; Ntotal) �̂ [95% CI] �̂ M SD

Overall
Absolute—Black targeta 61 (19; 3,908) .17 [.06, .29] .17 .14 .19
Absolute—White targeta,b 35 (11; 1,520) �.04 [�.12, .04] .00 �.04 .16
Relative ratingb,c 17 (8; 3,791) .17 [.10, .25] .19 .16 .14
Difference scorec 97 (18; 4,487) .06 [�.03, .14] .10 .04 .18

Interpersonal behavior
Absolute—Black target 8 (2; 664) .31 [a] .23 .32 .18
Absolute—White target 2 (1; 280) �.10 [a] — �.10 .12
Relative rating — — — — —
Difference score 2 (1; 280) .01 [a] — .01 .02

Person perception
Absolute—Black targeta 27 (9; 957) .23 [.01, .45] .21 .14 .17
Absolute—White targeta,b 25 (7; 925) �.04 [�.15, .08] .01 �.04 .18
Relative ratingb 10 (5; 542) .19 [.08, .31] .00 .16 .13
Difference score 17 (5; 1,021) .04 [�.11, .19] .12 .06 .17

Policy preference
Absolute—Black target 18 (4; 1,966) .08 [�.17, .34] .17 .07 .18
Absolute—White target — — — — —
Relative rating 3 (1; 3,171) .25 [a] — .25 .15
Difference score — — — — —

Microbehavior
Absolute—Black target 7 (4; 300) .13 [�.04, .29] .07 .08 .18
Absolute—White target 7 (3; 295) �.05 [�.17, .06] .00 �.03 .13
Relative rating 4 (3; 78) .09 [�.12, .30] .00 .08 .15
Difference score 73 (8; 2,918) .00 [�.12, .12] .10 .01 .17

Response time
Absolute—Black target 1 (1; 21) .46 [a] — .46 —
Absolute—White target 1 (1; 20) .19 [a] — .19 —
Relative rating — — — — —
Difference score 3 (2; 243) .18 [–.41, .77] .00 .22 .13

Brain activity
Absolute—Black target — — — — —
Absolute—White target — — — — —
Relative rating — — — — —
Difference score 2 (2; 25) .33 [a] .20 .28 .33

Note. All effects were coded such that positive correlations are in the direction of promajority group or
antiminority group responses or behaviors. The correlation between dependent effects is assumed to be .50. The
�̂ for each category is based on a moderated meta-analysis across categories, where dependent effect sizes (both
within and across categories) are accounted for (Hedges et al., 2010), and the overall random-effects variance
(tau-squared) weight is applied. �̂ is also independently estimated within each category in separate analyses.
Dashes indicate insufficient number of effects for computation purposes. Effects sharing subscripts within a
category set are statistically significantly different from one another (p � .05). ECCs � explicit-criterion
correlations; k � number of effects; s � number of independent samples within each category (this does not add
up to the overall s because of sample overlap across categories); �̂ � meta-analytically estimated population
correlation; CI � confidence interval; �̂ � random-effects standard deviation estimate; M � unweighted mean;
SD � unweighted standard deviation.
a An appropriate estimate cannot be computed due to the integrated analysis with limited effects in this category.
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review of attitude–behavior relations—levels that prompted soul-

searching within social psychology about the attitude construct.

The tremendous heterogeneity observed within and across crite-

rion categories indicates that how implicit biases translate into

behavior—if and when they do at all—appears to be complex and

hard to predict.

Our findings, paired with Cameron et al.’s (2012) finding that

sequential priming measures were better predictors of behavior in

domains with higher correlations between implicit and explicit

measures, suggest that the relation of implicit bias to behavior will

be particularly weak in the domain of prejudice and discrimination.

Cameron et al.’s results suggest that a lack of conflict between

constructs accessed implicitly and explicitly translates into stron-

ger behavioral effects. We did not observe such a pattern: In the

ethnicity domain, where there was the highest correlation between

measures, neither implicit nor explicit measures showed notably

better prediction. Overall, implicit–explicit correlations were often

quite low, with minuscule incremental validity. This result is not

surprising, given that implicitly and explicitly measured intergroup

attitudes so often diverge, and it suggests that one explanation for

our results may be the existence of this implicit–explicit conflict.

That is, the flip side of Cameron et al.’s finding may apply here.

If true, this would indicate that implicitly measured intergroup

biases are much less of a behavioral concern than many have

worried—precisely because explicit attitudes often diverge from

implicit attitudes. Such an oppositional process, in which explicit

attitudes often win out in charged domains, is consistent with Petty

and colleagues’ metacognitive model of attitudes (e.g., Petty,

Briñol, & DeMarree, 2007). This model posits that initial evalua-

tions are checked by validity tags that develop over time, often

through controlled processes such as conscious thought about

one’s views of a group, and the functioning of these tags can

become automated over time and thus capable of checking even

seemingly spontaneous behaviors.

One difficulty with this account for our findings—and with any

theory that posits a role of conscious evaluations in the production

of discrimination—is that even the explicit attitude measures in

this domain offered weak prediction of meaningful criteria. In fact,

one might argue that, given the much longer history of explicit

than implicit attitude measurement, this meta-analysis strikes a

sharper blow to traditional theories of prejudice by revealing the

poor predictive utility of explicit attitude measures in the domains

Table 8

Meta-Analysis of ECCs by Criterion Scoring Method: Ethnic Minority Versus Majority Groups

Criterion scoring method k (s; Ntotal) �̂ [95% CI] �̂ M SD

Overall
Absolute—Minority target 20 (9; 2,765) .17 [.03, .30] .14 .18 .19
Absolute—Majority target 3 (2; 102) .04 [–.09, .16] .00 .06 .09
Relative rating — — — — —
Difference score 42 (6; 2,650) .14 [–.05, .34] .20 .11 .19

Interpersonal behavior
Absolute—Minority target 1 (1; 105) .18 [a] — .18 —
Absolute—Majority target — — — — —
Relative rating — — — — —
Difference score — — — — —

Person perception
Absolute—Minority target 8 (5; 212) .04 [–.24, .31] .19 .08 .26
Absolute—Majority target 3 (2; 102) .04 [–.11, .18] .00 .06 .09
Relative rating — — — — —
Difference score 34 (4; 2,038) .24 [–.05, .53] .25 .14 .20

Policy preference
Absolute—Minority target 10 (3; 2,343) .23 [.16, .30] .00 .22 .07
Absolute—Majority target — — — — —
Relative rating — — — — —
Difference score — — — — —

Microbehavior
Absolute—Minority target 1 (1; 105) .47 [a] — .47 —
Absolute—Majority target — — — — —
Relative rating — — — — —
Difference score 8 (2; 612) .01 [–.32, .33] .00 .00 .07

Note. All effects were coded such that positive correlations are in the direction of promajority group or
antiminority group responses or behaviors. The correlation between dependent effects is assumed to be .50. The
�̂ for each category is based on a moderated meta-analysis across categories, where dependent effect sizes (both
within and across categories) are accounted for (Hedges et al., 2010), and the overall random-effects variance
(tau-squared) weight is applied. �̂ is also independently estimated within each category in separate analyses.
Dashes indicate insufficient number of effects for computation purposes. No effects within a category set are
statistically significantly different from one another (p � .05). No studies were available to examine the impact
of criterion scoring method on correlations with response times or brain activity in the ethnicity domain. ECCs �

explicit-criterion correlations; k � number of effects; s � number of independent samples within each category
(this does not add up to the overall s because of sample overlap across categories); �̂ � meta-analytically
estimated population correlation; CI � confidence interval; �̂ � random-effects standard deviation estimate;
M � unweighted mean; SD � unweighted standard deviation.
a An appropriate estimate cannot be computed due to the integrated analysis with limited effects in this category.
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of ethnic and racial discrimination. Many of the studies examined

here relied on published, theoretically-grounded measures of bias,

including measures designed to assess modern racism (McCo-

nahay, 1986), symbolic racism (Henry & Sears, 2002), and am-

bivalent racism (Katz & Hass, 1988). Yet, these published, vali-

dated inventories fared no better than simple feeling thermometers

or ad hoc instruments created by researchers. This is particularly

worrisome from a theoretical point of view.

One potential reason why the more theoretically grounded in-

struments came up short is that they, like the IAT, seek to measure

prejudicial attitudes indirectly and seek to capture subterranean

racist motivations that can be hard to separate from nonracial

motivations behind support for or opposition to various political

policies (Sniderman & Tetlock, 1986). Perhaps the lack of ICC and

ECC prediction argues for a reconsideration of this broader theo-

retical foundation. A more likely explanation, however, involves

the use of these general attitude measures to predict a wide variety

of criteria for which they were not compatible.

Instrument implications. Although our results suggest that

amendments may be in order for theories of implicit social cog-

nition and prejudice, a more parsimonious explanation lies with the

instruments themselves. Our results give reason to believe that

both the IATs and the explicit measures used in the criterion

studies suffered from inherent limitations that compromised their

criterion prediction, particularly the result that both types of mea-

sures failed to achieve validity levels comparable to those found by

Wicker (1969) and in more recent meta-analyses of attitude–

behavior relations (e.g., Kraus, 1995).

IAT measurement model. The IAT requires that two attitude

objects be placed in opposition, as with Blacks and Whites on the

race IAT. IAT researchers have argued that the relative nature of

IAT measures can be a strength that enhances its predictive utility

in certain criterion-prediction contexts (Nosek & Sriram, 2007). In

contrast, we have shown that the difference-score nature of the

IAT imposes a restrictive model that obscures the understanding

and validity of its contributing components in most common

criterion-prediction settings (Blanton, Jaccard, Christie, & Gonza-

les, 2007). The patterns observed here reinforce concerns intro-

duced by Blanton et al. (2007) and call the dual-category format of

the IAT into question in the domain of prejudice (cf. Pittinsky,

2010; Pittinsky et al., 2011). If the racial attitude IAT is a valid and

reliable measure of the relative evaluations of Blacks compared to

Whites, we should have found correlations of roughly equal mag-

nitude between the race IAT and criterion measures, regardless of

how criterion measures were scored and regardless of the race of

the target (see Blanton, Jaccard, Gonzales, & Christie, 2006).

Instead, for the interpersonal behavior and person perception cri-

teria, the race IAT was a poor predictor of behavior toward Whites.

ICCs were close to zero or negative for White-target-only criteria

other than brain activity. Moreover, the high levels of moderate

and strong bias as measured by scores on the IAT that are often

found in the criterion studies, combined with the low levels of

predictive validity found for all of the criterion behaviors, suggest

that the dual-category approach does not measure attitude strength

even for people whose associations with each object are strongest

or the least in conflict (i.e., people whose difference scores on the

IAT are greatest) or alternatively that the race and ethnicity IATs

do not measure, at least not primarily, “attitudes” that have pre-

dictable psychological force and social meaning.

IAT metric. Nominally, bias on the IAT denotes only differ-

ential response times between the compatible and incompatible

blocks. Most typically, IAT researchers score their measures so

that positive scores are assumed to indicate bias against racial and

ethnic minorities. The robust tendency—in most populations and

measurement contexts—for most IAT measures of this type to

yield more positive than negative scores has been broadly inter-

preted as evidence that implicit racial and ethnic biases are prev-

alent (e.g., Banaji & Greenwald, 2013). Despite the seeming face

validity of such interpretations, researchers should not impute

specific meaning to specific IAT response patterns prior to sys-

tematic empirical research that tests for potential links between

different IAT scores and observable actions that can be understood

in terms of the degree of racial or ethnic bias they reveal (Blanton

& Jaccard, 2006). Without an independent means of validating

current interpretations, it remains possible that the IAT is rank

ordering individuals on one or more psychological constructs that

can reliably reproduce positive scores across a wide range of

populations and measurement contexts but do so for reasons hav-

ing little to do with the modal distribution of implicit biases. Given

evidence that the IAT in part measures skill at switching tasks,

Table 9

IAT (ICC) and Explicit Measures (ECC) Incremental Analysis: Percentage Variance Accounted

for Across All Criteria

Explicit measure ICC � ECC ICC only ECC only ICC over ECC ECC over ICC

Black vs. White
Thermometer 3.2 2.3 1.2 2.0 0.9
Other existing 3.0 2.3 1.2 1.8 0.7
Created scale 2.4 2.3 0.4 2.0 0.1

Ethnic minority vs. majority groups
Thermometer 1.6 1.4 0.4 1.2 0.2
Other existing 2.0 1.4 0.8 1.2 0.6
Created scale 6.8 1.4 5.8 1.0 5.4

Note. Analyses are based on relevant ICC, ECC, and IEC meta-analytic correlations reported in previous
tables. ICC � ECC is the total R2 � 100; it is not a simple sum of their contributions to prediction, because it
takes IECs into account. Results have been rounded to the nearest tenth of a percent. These analyses use only
the difference score ICCs from Heider and Skowronski (2007) and Stanley et al. (2011). IAT � Implicit
Association Test; ICC � implicit criterion-related validities (without any explicit measure above); ECC �

explicit criterion-related validities (for the explicit measure listed); IEC � implicit–explicit correlation.
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familiarity with different stimulus objects, and working memory

capacity, and that it might be contaminated by other sources of

method-based variance (e.g., Bluemke & Fiedler, 2009; Rother-

mund, Teige-Mocigemba, Gast, & Wentura, 2009; Teige-

Mocigemba, Klauer, & Rothermund, 2008), many processes or

constructs other than evaluative or semantic group-based associa-

tions may account for positive IAT scores. At the least, the low

IAT–criterion correlations observed here counsel strongly against

the assumption that scores on the race and ethnicity IATs reflect

individual differences in propensity to discriminate.

Construction of explicit measures. The fact that the explicit

measures were weak predictors of all criteria other than brain

activity, and at levels below those found in prior meta-analyses of

prejudice–behavior relations (Kraus, 1995; Talaska et al., 2008),

supports the view that explicit measurement can be improved in

IAT studies. Our review of the explicit bias measures used in the

criterion studies leads us to echo statements made by Talaska et al.

(2008) regarding the variable quality of the measures used in the

criterion studies they synthesized. In particular, we agree with their

concern about the lack of attention given to the compatibility

between the component of prejudice being measured and the

behavior being predicted. Given that explicit measures provide a

standard against which the utility of implicit measures are evalu-

ated and given that comparisons between the predictive utility of

implicit and explicit measures are central to tests of theory, our

analysis at a minimum points to the need for vigorous attention to

improving the measurement of explicit attitudes in the IAT liter-

ature.

Criterion study implications. The low predictive validities

we observed could also be due to limitations of the criterion

studies apart from the limitations of the instruments. One potential

limitation is restricted range on the criterion measures. We have

observed low levels of discrimination across participants in some

individual IAT criterion studies (Blanton et al., 2009; Blanton &

Mitchell, 2011). It may be that many criterion studies in this

meta-analysis contained little variance to be explained or pre-

dicted, which would prevent the discovery of high correlations.

That would not vindicate the IAT’s construct or predictive validity

(because the high levels of bias implied by IAT scores led to many

false-positive predictions of discrimination in the criterion stud-

ies), but it would hold out the possibility that the IAT could fare

better in samples exhibiting more variability in levels of discrim-

ination.

One possible source of restricted range is participants moderat-

ing their behavior to avoid appearing prejudiced. Researchers did

not consistently report how their protocols might have masked the

racial or ethnic implications of the tasks that respondents were

asked to perform, and it is not unlikely that participants in many

studies divined the purpose of the research. Some researchers did

utilize unobtrusive observation of intergroup interactions as a main

criterion (e.g., McConnell & Leibold, 2001), but for understand-

able practical reasons, these researchers often assessed implicit and

explicit bias in the same experimental session as the criterion

assessment, which may have sensitized participants to the general

purpose of the study. Nevertheless, we discount this possibility as

a general explanation for our results. The need to mask the purpose

behind the study, to avoid reactivity bias and range restriction,

points to something of a dilemma for researchers seeking to use

explicit measures of bias that honor compatibility concerns: To the

extent the measure taps into attitudes and beliefs more specific to

the task and targets at hand, the more likely it is that participants

will infer that the study seeks to examine prejudice and discrimi-

nation. This concern may partially explain the simple and general

nature of many of the explicit measures used in the studies we

synthesized, but one should be careful not to draw strong theoret-

ical inferences about the relative strength of implicit and explicit

measures from a measurement constraint imposed by laboratory

settings and experimental requirements.

Another limitation of the criterion studies was their consistently

small sample sizes. Most of the individual-study effects were

based on sample sizes below 50; the median sample sizes for the

overall ICC, ECC, and IEC were 41, 41, and 77, respectively.

These small sample sizes yield correlation estimates that have

large associated margins of error (“MOE,” which equals half the

width of the 95% confidence interval), making most individual

correlation estimates imprecise. For example, given a correlation

of 0.20, the MOEs for sample sizes of the level typically found in

IAT research are as follows: for N of 25, the MOE is �0.38

correlation units; for N � 50, MOE � �0.27; for N � 75, MOE �

�0.22; for N � 100, MOE � �0.19. In the rare case where N �

250, then MOE � �0.12 (note that these are average MOEs,

because they are asymmetric due to use of the Fisher r-to-z

transformation). To provide more acceptable MOEs in correla-

tional studies, one should use sample sizes of at least N � 250.

Future Directions

There are many steps researchers should consider taking not

only to improve prediction but also to deepen their understanding

of prejudice-behavior relations. For instance, it may be possible to

improve the predictive validity of the IAT by examining more

closely method-specific variance. The IAT’s designers favor an

algorithm-based approach to artifacts that seeks to minimize the

influence of known confounds post hoc through the use of scoring

algorithms (Greenwald, Nosek, & Banaji, 2003). A more cumber-

some but perhaps more effective strategy would be to measure and

statistically control for known confounds. Researchers should con-

sider developing portfolios of independent measures that assess the

influence of systematic confounds, so that their influences can be

statistically assessed and either modeled as covariates or substan-

tively controlled in future research designs.

We also recommend that future comparative research on explicit

and implicit attitudes adopt latent variable modeling that can

accommodate multiple measures of the same construct (whether

implicit or explicit), so that results are less measure dependent and

thus less confounded with inferences about constructs and their

relationships (e.g., Nosek & Smyth, 2007). Such models can

accommodate measurement-error variance due to random errors of

measurement and the idiosyncratic features of any given measure;

they can also accommodate transient error found in longitudinal

analysis as well as other forms of error-variance structure. Even

the most generous estimates of the reliability of IAT variants

consistently show them to be lower than those for explicit mea-

sures (Bosson, Swann, & Pennebaker, 2000; Cunningham,

Preacher, & Banaji, 2001). Researchers should therefore bring

methods to bear that can more effectively separate measurement

error from the attitudinal signal or true score of interest.
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Greater consideration should also be given to reducing demand

characteristics and other sources of reactivity bias, by designing

experimental protocols that are appropriately neutral and by in-

serting time lags and distractor tasks between measures of inter-

group attitudes and behaviors. Survey researchers have outlined

procedures for minimizing social desirability bias, including (a)

ensuring respondents of the confidentiality and privacy of their

responses, (b) allowing respondents to complete questions under

conditions of anonymity, (c) stressing the importance of honest

and candid responses, (d) using honesty pledges as part of the

informed consent, (e) avoiding face-to-face reporting of answers to

socially sensitive questions, (f) obtaining measures of social de-

sirability as either trait or response tendencies that can be exam-

ined as correlates or covariates during statistical modeling, and (g)

building in experimental tests for differential response patterns

(see Tourangeau & Yan, 2007).

Study documentation could be improved in several ways, too.

As with all psychology studies, researchers should report the

results for all their criterion measures and scoring procedures,

rather than aggregate the criteria and report results for only a single

scoring method (Fiedler, 2011). Building a stronger cumulative

body of knowledge about the relation of implicit and explicit bias

to discriminatory behavior will require disentangling these dynam-

ics (i.e., documenting effects of implicit and explicit attitudes on

pro-White behavior, on anti-Black behavior, and on Black–White

behavior differentials), rather than merging them through global

behavior reports at the study level and meta-analytic effects aver-

aged across heterogeneous outcomes. As a conceptual matter,

relative or comparative criterion measures of some kind should

always be included in studies of discriminatory behavior in order

to determine whether differential treatment has indeed occurred.

Criterion studies that focus on treatment of a minority target may

provide important data on interpersonal relations, but such studies

do not support inferences of racial or ethnic discrimination (see

Blanton & Mitchell, 2011, and Blanton et al., 2009, for examples

of interpretive problems that arise from not reporting comparative

results).

Finally, future meta-analyses of social psychological studies of

phenomena may benefit from the meta-analytic approach that we

adopted, in which multiple effects from a single sample can be

included by taking into account dependencies among these effects.

In many social psychology studies, the focus is on how behavior

changes across situations or tasks. An approach in which a single

effect is calculated from averaging across within-sample effects is

not necessary, and it causes the loss of important information about

substantive variation across effects.

Conclusion

The initial excitement over IAT effects gave rise to a hope that

the IAT would prove to be a window on unconscious sources of

discriminatory behavior. This hope has been sustained by individ-

ual studies finding statistically significant correlations between

IAT scores and some criterion measures of discrimination and by

the finding from Greenwald, Poehlman, et al. (2009) that IATs had

greater predictive validity than explicit measures of bias when

predicting discrimination against African Americans and other

minorities. This closer look at the IAT criterion studies in the

domains of ethnic and racial discrimination revealed, however,

that the IAT provides little insight into who will discriminate

against whom, and provides no more insight than explicit measures

of bias. The IAT is an innovative contribution to the multidecade

quest for subtle indicators of prejudice, but the results of the

present meta-analysis indicate that social psychology’s long search

for an unobtrusive measure of prejudice that reliably predicts

discrimination must continue (see Crosby, Bromley, & Saxe, 1980;

Mitchell & Tetlock, in press). Overall, simple explicit measures of

bias yielded predictions no worse than the IATs. Had researchers

attended to the compatibility principle in the development of the

explicit measures and consistently taken steps to minimize reac-

tivity bias, the explicit measures would likely have performed

substantially better (cf. Kraus, 1995; Talaska et al., 2008).
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